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Abstract Phase unwrapping is an estimation problem of
the continuous phase function from its wrapped samples. Es-
pecially the two-dimensional phase unwrapping has been a
common key for estimating many crucial physical informa-
tion, e.g., the surface topography measured by interferomet-
ric synthetic aperture radar/sonar. However almost all 2D
phase unwrapping algorithms are suffering from the path de-
pendence of the estimated result mainly because they tackle
a certain NP-hard problem. In this paper, to guarantee the
path independence, we present a novel algebraic approach by
combining the ideas in the algebraic phase unwrapping with
techniques for a piecewise polynomial interpolation of two-
dimensional finite data sequence.

1 Introduction

Two-dimensional (2D) phase unwrapping [1] is an estima-
tion problem of the unknown unwrapped phaseΘ(x, y) ∈ R

defined in a simply connected regionΩ ⊂ R
2, from its fi-

nite wrapped samples [Θ(x, y)]mod 2π ∈ (−π, π] observed at
(x, y) ∈ G(⊂ Ω), whereG stands for the set of finite grid
points. The 2D phase unwrapping has been a common key for
estimating many crucial physical information such as the sur-
face topography measured by interferometric synthetic aper-
ture radar (InSAR) [2]–[4] or interferometric synthetic aper-
ture sonar (InSAS) [5], the degree of magnetic field in ho-
mogeneity in the water/fat separation problem in magnetic
resonance imaging (MRI) [6], and the accurate profile of me-
chanical parts by x-ray [7].

Almost all existing 2D phase unwrapping algorithms [1]
estimate the unwrapped phase asΘ̃(x, y) := [Θ(x, y)]mod 2π +

2πη(x, y) with η : G → Z, by trying to findη∗ which mini-
mizes the cardinality of

{
(x, y) |

∣∣∣Θ̃(x, y) − Θ̃(x′, y′)
∣∣∣ > π,

where (x′, y′) is a neighboring grid point of (x, y)
}
.

Unfortunately, this combinatorial problem is intractabledue
to its NP-Hardness [4]. As a result, such algorithms are suf-
fering from the so-calledpath dependenceof the estimated
unwrapped phase, i.e., the estimated result differs depending
on the execution procedure of the algorithm. This situation
implies that any technically reliable solution has not yet been
established even though the failure of 2D phase unwrapping
makes a substantial impact on the accuracy of the estimated
physical information.

In this paper, we propose a completely different algebraic
approach to the 2D phase unwrapping problem. We estimate

Θ by θ f , whereθ f is the unwrapped phase of a twice differen-
tiable complex functionf := f(0) + j f(1). Then the estimation
problem ofΘ is replaced with that off . The proposed ap-
proach is designed based on Theorem 1 in Sect. 3.2 which
was established recently in [8] to guarantee the unique exis-
tence ofθ f ∈ C2(Ω) as a scalar potential having, as its gra-
dient flow, the partial derivatives of the wrapped phase func-
tion. In the spirit of functional data analysis:“smoothness
of estimate should be measured for functions which possibly
generate the data”[9], we use best smoothing functionsf ∗(0)
and f ∗(1) among all possible candidates, in a suitable functional
space, which are consistent with given wrapped phase infor-
mation. As a result, we obtain a best scalar potentialθ∗f as an
estimate of the unwrapped phase surface.

The proposed algorithm is realized by combining the ideas
in the algebraic phase unwrapping [8], [10]–[12] with tech-
niques for a piecewise polynomial interpolation [13]–[16]of
two-dimensional finite data sequence, as a best solution of a
variational problem. Remarkably, unlike almost all existing
algorithms, the proposed algorithm guarantees the path inde-
pendence of the estimated unwrapped phase under reasonable
assumption.

A numerical experiment, based on the InSAR simulation,
demonstrates the effectiveness of the proposed 2D phase un-
wrapping.

2 Preliminaries

2.1 Notation and the multivariate spline space

Let Z, R, andC denote respectively the set of all integers,
real numbers, and complex numbers. We usej ∈ C to denote
the imaginary unit satisfyingj2 = −1. For anyc ∈ C, ℑ(c)
stands for the imaginary part ofc.

Let ∆ be a collection of triangles in whose union forms
a simply connected regionΩ ⊂ R

2. For any two triangles
T ,T ′ ∈ ∆, if T ∩T ′ is either empty or a common edge ofT
andT ′ or a common vertex ofT andT ′,∆ is called aregular
triangulation.

Given two integersd ≥ 0 and 0≤ ρ < d, define

S
ρ

d(∆) := { f ∈ Cρ(Ω) | for all T ∈ ∆, f = fT ∈ Pd overT }

as the multivariate spline space of degreed and smoothnessρ,
wherePd denotes the space of all polynomials whose degree
is d at most.

2.2 The B-form representation of spline functions

Let T = 〈u1, u2, u3〉 be a triangle, i.e.,u1, u2 andu3 are not
arranged linearly, in∆ with uk = (xk, yk) (k = 1,2,3). It is



well-known that every point (x, y) can be expressed uniquely
in the form

(x, y) = r u1 + su2 + tu3 s.t. r + s+ t = 1,

where (r, s, t) are called thebarycentric coordinatesof the
point (x, y) with respect to the triangleT .

For integersl ≥ 0, m ≥ 0 andn ≥ 0, theBernstein-B́ezier
polynomialsare defined as

Bd
l,m,n(r, s, t) :=

d!
l!m!n!

r l smtn s.t. l +m+ n = d.

The set of Bernstein-B́ezier polynomialsBd
l,m,n is a basis of

the spacePd. As a result, any spline functionf ∈ Sρd(∆)
restricted to each triangleT ∈ ∆ can be written uniquely as

fT (r, s, t) =
∑

l+m+n=d

cTl,m,nBd
l,m,n(r, s, t),

wherecTl,m,n ∈ R. Such a representation is called theB-form
representationof the spline functionf . We denote the B-
coefficient vector off by c := {cTl,m,n | l +m+ n = d, T ∈ ∆}.

Example 1 Let us consider a simple example, where the tri-
angulation∆ has only one triangleT = 〈u1, u2, u3〉 = Ω, i.e.,
∆ := {T }. Suppose that the degree of the spline space is4,
and the B-coefficient vectorc := (c1, c2, . . . , c15)T is defined
as Fig. 1. Then spline function f= fT is expressed, by use of
the barycentric coordinates(r, s, t) with respect to the trian-
gleT , as Eq. (1).

3 2D Phase Unwrapping as a Scalar Potential

3.1 Setting of the set G and the triangulation ∆

In what follows, assume that the set of finite sampling
points is a regular rectangular grid on the areaΩ := [a,b] ×
[c,d], i.e.,G = {(xk1, yk2)}k1,k2 to be given bya =: x0 < x1 <

. . . < xp := b andc =: y0 < y1 < . . . < yq := d satisfying
xk1+1 − xk1 = yk2+1 − yk2 = 1 (k1 = 0,1, . . . , p − 1 andk2 =

0,1, . . . ,q − 1). Moreover, we construct a triangulation∆†
by dividing every regular rectangular [xk1, yk2] × [xk1+1, yk2+1]
into four triangles as Fig. 2. This triangulation is called the
crisscross partition.

According to [15], the minimal degree of the spline space
S2

d(∆†) is d = 4 for twice differentiability and interpolating
a given data onG. ForS2

4(∆†), in every regular regular rect-
angular [xk1, yk2] × [xk1+1, yk2+1], there are 25 B-coefficients
within the rectangular, 4 B-coefficients at sampling points,
and the other 6 B-coefficients on sides of rectangular as
shown in Fig. 2. Hence the number of B-coefficients is

nc = 25pq+ (p+ 1)(q+ 1)+ 3p(q+ 1)+ 3(p+ 1)q

= 32pq+ 4p+ 4q+ 1,

i.e., c ∈ R
nc.

3.2 Strategy of the proposed method

The next theorem, derived by using Poincaré’s lemma [17],
motivated us to formulate of 2D phase unwrapping as Prob-
lem 1 below.

Figure 1: A typical triangleT = 〈u1, u2, u3〉 with associated
coefficients for degree 4

Figure 2: Crisscross partition∆† for the rectangular areaΩ

Theorem 1 (Two-dimensional phase unwrapping as a scalar
potential function [8])Suppose that f(i) : R

2 → R (i =
0,1) are C2(Ω) functions satisfying f(x, y) := f(0)(x, y) +
j f(1)(x, y) , 0 for all (x, y) ∈ Ω. Then for an arbitrarily
fixed (x0, y0) ∈ Ω and θ0 ∈ (−π, π] satisfying f(x0, y0) =
| f (x0, y0)|ejθ0, the following hold.

(a) There exists a uniqueθ f ∈ C2(Ω) satisfyingθ f (x0, y0) =
θ0 and for all (x, y) ∈ Ω

∂θ f

∂x
(x, y) = ℑ


∂ f(0)

∂x (x, y) + j ∂ f(1)

∂x (x, y)

f(0)(x, y) + j f(1)(x, y)



∂θ f

∂y
(x, y) = ℑ



∂ f(0)

∂y
(x, y) + j ∂ f(1)

∂y
(x, y)

f(0)(x, y) + j f(1)(x, y)





.

In other words,θ f is a scalar potential of
ℑ


∂ f(0)

∂x (x, y) + j ∂ f(1)

∂x (x, y)

f(0)(x, y) + j f(1)(x, y)

 ,ℑ


∂ f(0)

∂y
(x, y) + j ∂ f(1)

∂y
(x, y)

f(0)(x, y) + j f(1)(x, y)



.

(b) θ f ∈ C2(Ω), defined in(a), is given by

θ f (x, y)= θ f (x0, y0)+
∫ 1

0
ℑ

[ (
f(0)(γ(t))

)′
+ j

(
f(1)(γ(t))

)′

f(0)(γ(t)) + j f(1)(γ(t))

]
dt,(2)



fT (r, s, t) = c1r4
+4c2r3s+4c3r3t+6c4r2s2

+12c5r2st+6c6r2t2+4c7rs3
+12c8rs2t+12c9rst2+4c10rt3

+ c11s4
+4c12s3t+6c13s2t2+4c14st3+ c15t4 (1)

whereγ : [0,1] → Ω is any piecewise C1 path satisfying
γ(0) = (x0, y0) andγ(1) = (x, y).

From Theorem 1, we can reduce the estimation problem
of Θ to that of f(i) ∈ C2(Ω) (i = 0,1) satisfying f (x, y) =
f(0)(x, y) + j f(1)(x, y) , 0 for all (x, y) ∈ Ω. Hence we
can designθ f , as an ideal estimate ofΘ in the sense of the
functional data analysis:“smoothness of estimate should be
measured for functions which possibly generate the data”
[9], by smoothing f(0) : (x, y) 7→ a(x, y) cos(θ f (x, y)) and
f(1) : (x, y) 7→ a(x, y) sin(θ f (x, y)) in S2

4(∆†), subject to
a(x, y) > 0 (∀(x, y) ∈ Ω) and

f(0)(x, y)= cos([Θ(x, y)]mod 2π)
f(1)(x, y)= sin([Θ(x, y)]mod 2π)

}
for all (x, y) ∈ G.

As a result, we consider 2D phase unwrapping as the fol-
lowing problem which consists of two steps.

Problem 1

Step 1 Find f∗(i) ∈ S
2
4(∆†) (i = 0,1) which minimizes

J( f(i)) :=
"
Ω


∣∣∣∣∣∣
∂2 f(i)
∂x2

∣∣∣∣∣∣

2

+2

∣∣∣∣∣∣
∂2 f(i)
∂x∂y

∣∣∣∣∣∣

2

+

∣∣∣∣∣∣
∂2 f(i)
∂y2

∣∣∣∣∣∣

2 dxdy (3)

subject to

f(0)(x, y) = cos([Θ(x, y)]mod 2π)
f(1)(x, y) = sin([Θ(x, y)]mod 2π)

}
for all (x, y) ∈ G.

Step 2 For any point of interest(x, y) ∈ Ω, computeθ f ∗ (x, y)
defined by (2) along a suitable piecewise C1 pathγ.

Remark 1 Problem 1 is a convex relaxation of an ideal op-
timization problem which includes an additional constraint
f(0) + j f(1) , 0 overΩ. Fortunately, if sufficiently many grid
points are employed forΘ, the solution ( f∗(0), f

∗
(1)) of this re-

laxed problem tends to satisfy automatically f∗
(0) + j f ∗(1) , 0

overΩ because the sum of squares achieves1 at every grid
points and the rapid local change J( f ∗(i)) (i = 0,1) are sup-
pressed globally.

3.3 Solution of Step 1 in Problem 1

As shown in [18], the energy expression (3) can be writ-
ten as quadratic formJ( f(i)) = J(c(i)) = cT

(i)Qc(i), where
Q ∈ R

nc×nc is a symmetric positive semi-definite matrix.
Moreover, the conditionf(i) ∈ S2

4(∆†) and the interpolat-
ing condition can be respectively written asH c(i) = 0 and
I c(i) = d(i), whereH andI are certain sparse matrices [14]–
[16], andd(i) ∈ R

(p+1)(q+1) (i = 0,1) is given by

d(0) =

{
cos([Θ(xk1, yk2)]mod 2π)

}

k1,k2

d(1) =

{
sin([Θ(xk1, yk2)]mod 2π)

}

k1,k2


.

Therefore, Step 1 in Problem 1 is replaced with the following
convex optimization problem.

Step 1 Find c∗(i) ∈ R
nc (i = 0,1) which minimizes

cT
(i)Qc(i) s.t. H c(i) = 0 and I c(i) = d(i).

To solve the above problem, we use the following iteration
method introduced in [19]

c(1)
(i) =

1
ǫ

(
Q +

1
ǫ

(
H

T
H + I

T
I
))−1

I
T d(i)

c(k+1)
(i) =

(
Q +

1
ǫ

(
H

T
H + I

T
I
))−1 (

Qc(k)
(i) +

1
ǫ
I

T d(i)

)

for k ≥ 1 andǫ > 0.

3.4 Solution of Step 2 in Problem 1

By the path independence guaranteed by Theorem 1 and
the choice of bivariate splines of degree 4 for (f ∗(0), f

∗
(1)), the

line integral (2), can be decomposed into a finite sum of inte-
grals of the following type:

∫ t∗

a
ℑ

[A′(0)(t) + jA′(1)(t)

A(0)(t) + jA(1)(t)

]
dt,

whereA(0) andA(1) are univariate real polynomials satisfying
A(0)(t) + jA(1)(t) , 0 (∀t ∈ [a, t∗]). Fortunately, a closed form
expression of the integral, for nontrivial cases:A(0) . 0 and
A(1) . 0, is given by the next theorem.

Theorem 2 (Algebraic phase unwrapping [8], [10]–[12])
∫ t∗

a
ℑ

[A′(0)(t) + jA′(1)(t)

A(0)(t) + jA(1)(t)

]
dt

=


arctan

{
A(1)(t∗)
A(0)(t∗)

}
+ [V{Ψ(t∗)} − V{Ψ(a)}]π if A(0)(t∗) , 0

π/2+ [V{Ψ(t∗)} − V{Ψ(a)}]π if A(0)(t∗) = 0



−


arctan

{
A(1)(a)
A(0)(a)

}
if A(0)(a) , 0

sgn(Ψ0(a)Ψ1(a))π/2 if A(0)(a) = 0

 ,

where sgn(t) = t/|t| for t , 0, sgn(t) = 0 for t = 0,
and V{Ψ(t)} is the number of sign changes in polynomials
{Ψ0(t),Ψ1(t), . . . ,Ψq(t)} generated by Algorithm 1 below.

Algorithm 1 Sturm generating algorithm along the real axis (Sturm-R)

Input: A(0)(t),A(1)(t) ∈ R[t] anda ∈ R under the assumption in Sect. 3.4

1:
Ψ0(t)←

A(0)(t)

(t − a)e0
, Ψ1(t)←

A(1)(t)

(t − a)e1

(ei : the order oft = a as a zero of polynomialA(i)(t) (i = 0,1))

2: k← 1
3: while deg(Ψk) , 0 do

4:
Ψk+1(t)← −Ψk−1(t) − Hk(t)Ψk(t)
(whereHk(t) ∈ R[t] and deg(Ψk+1) < deg(Ψk)

5: k← k+ 1
6: end while

7: q←

{
k if Ψk(t) . 0
k− 1 if Ψk(t) ≡ 0

Output: {Ψk(t)}qk=0



(a) Wrapped samples (b) Estimation bỹΘ (c) Estimation byθ f ∗

(d) Surface topography obtained by proposed algorithm

Figure 3: Comparison of proposed algorithm with conven-
tional algorithm in InSAR

Remark 2 We can compute the integral (2) for( f ∗(0), f
∗
(1))

without requiring any knowledge on the location of zeros of
f ∗(0). Proposition 2 was derived by extending Sturm’s genius
use [20] of the Euclidean algorithm for extraction of the root
location of a real polynomial.

4 Numerical Experiment

In this section, by the simulation of surface topographical
mapping by InSAR system, we show the effectiveness of pro-
posed 2D phase unwrapping algorithm. Fig. 3(a) depicts the
wrapped samples observed at (xk1, yk2) (k1 = 0,1, . . . ,30 and
k2 = 0,1, . . . ,30). Figs. 3(b) and (c) respectively depict the
estimations ofΘ by conventional algorithm and by proposed
algorithm. From Figs. 3(b) and (c), we observe that the con-
ventional algorithm failed in the recovery of smooth phase
surface while the proposed algorithm obtained the smooth
phase surfaceθ f ∗ . Moreover, by doing the appropriate post-
processing forθ f ∗ , we can obtain the complete surface topog-
raphy of the volcano in Shizuoka as shown in Fig. 3(d).

5 Conclusion

In this paper, we have proposed a novel algebraic approach
to the 2D phase unwrapping. Remarkably, unlike almost all
existing algorithms, the proposed approach guarantees the
path independence of the estimated unwrapped phase under
certain conditions. The effectiveness of the proposed ap-
proach have been confirmed by numerical example.
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