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Abstract The phase unwrapping is a problem to find, at any specified point, the value of the continuous phase function which

contains valuable information in many applications. If a given data sequence of2-D real vectors is modeled as samples of a

complex polynomial, the exact unwrapped phase can be computed through algorithms named the algebraic phase unwrapping.

In this paper, to promote the understanding and extend the practicability of the algebraic phase unwrapping, we proposea

widely applicable phase unwrapping technique, by combining the spline smoothing and the algebraic phase unwrapping, for

a given data sequence of2-D noisy vectors. The spline smoothing works as an optimal preprocessing in the sense that it is

the unique solution to a variational problem for minimizingthe sum of “fidelity” to the data and “roughness” of the curve.

Fortunately, since the standard spline smoothing and its various generalizations produce always low-order piecewisereal poly-

nomials, we can compute the exact unwrapped phase for the pair of piecewise polynomials without suffering from a certain

numerical instability observed typically in applicationsof the algebraic phase unwrapping to a complex polynomial oflarge

degree.
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1. Introduction

For a given pair of continuous functionsf(i) : R
n → R

(i = 0, 1) and a certain continuous function (path of integration)

Υ : R → R
n, such that

F(0)(t) :=f(0)(Υ(t)) 6=0 or F(1)(t) :=f(1)(Υ(t)) 6=0

for all t ∈ [t0, t1]

F(0)(t0)=f(0)(Υ(t0)) 6=0





, (1)

the unwrapped phase of(f(0), f(1)) at t∗ ∈ (t0, t1] is defined as

θF (t∗) := θF (t0) +

∫ t∗

t0

(
arctan

{
F(1)(t)

F(0)(t)

})′

dt, (2)

where θF (t0) ∈ (−π, π] satisfies F(0)(t0) + jF(1)(t0) =

|F(0)(t0) + jF(1)(t0)|e
jθF (t0).

In many signal and image processing problems, the phase un-

wrapping has been a key for estimating some physical quantity, for

example, surface topography in synthetic aperture radar (SAR) in-

terferometry [1], [2], wavefront distortion in adaptive optics [3], [4],

the degree of magnetic field inhomogeneity in the water/fat separa-

tion problem of magnetic resonance imaging (MRI) [5], [6] and the

relationship between the object phase and the bispectrum phase in

astronomical imaging [7], [8].

Despite the tremendous effort made so far, most phase un-

wrapping algorithms, e.g., path-following methods [9], [10] or

minimum-norm methods [11], [12], are not necessarily designed

based on sound mathematical analysis.

On the other hand, if the functionf(0) + jf(1) : R
2 → C is given

as a univariate complex polynomial, i.e.,f(0)(x, y) + jf(1)(x, y) ∈

C[x + jy], together with its path of integrationΥ(t) = (t, 0),

Υ(t) = (0, t) or Υ(t) = (cos t, sin t), the algebraic phase un-

wrapping computesθF (t∗) exactly [13]-[15]. The algorithms do

not require any numerical root finding or numerical integration tech-

nique.(1) Unfortunately, due to the poor performance of the complex

polynomial as a nonparametric regression of a given data sequence

of 2-D real vectors, the application of the algebraic phase unwrap-

ping has been limited.

In this paper, we first present an extension of the algebraic phase

unwrapping to a pair of piecewise real polynomials and then pro-

pose to apply this extension to the so-called spline smoothing of

a given data sequence of2-D real vectors. The spline smoothing

works as an optimal preprocessing of the extended algebraic phase

unwrapping because this smoothing is characterized as the unique

solution to a variational problem for minimizing the sum of “fi-

delity” to the data and “roughness” of the curve (see e.g. [17]-[21]

for such characterization and [22]-[24] for its applications of the

spline smoothing to noise removal problems). Fortunately, since

the standard spline smoothing and its various generalizations pro-

duce always low-order piecewise real polynomials, we can naturally

apply the extended algebraic phase unwrapping to the pair of such

piecewise real polynomials.

As a result, the proposed method consists of two steps. First,

we compute a pair of spline functions which is expected to play

(1) : Moreover, recent studies [16] reduce significantly a certain numerical instability,

of the algebraic phase unwrapping, observed in its application to complex polynomials

of large degree.
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as a reliable nonparametric regression for a given data sequence of

2-D real vectors. Second, we apply the extended algebraic phase

unwrapping to the pair of spline functions for computing the un-

wrapped phase.

Numerical examples demonstrate the practical applicability of the

proposed technique even for noisy data samples.

2. Preliminaries

2. 1 Algebraic phase unwrapping

Let N
∗, R andC denote respectively the set of all positive inte-

gers, real numbers and complex numbers. We usej ∈ C to denote

the imaginary unit satisfyingj2 =−1.

The next proposition presents the exact solution of the phase un-

wrapping problem for complex polynomials along the real axis.

[Proposition 1] (Algebraic phase unwrapping along the real axis

[15]) Let A(t) := A(0)(t) + jA(1)(t) ∈ C[t] satisfyA(t) 6= 0

(t ∈ [ta, tb]) andA(0)(ta), A(0)(tb) 6= 0 for sometb > ta, where

A(0)(t), A(1)(t) ∈ R[t]. Define

Z†
A(0)

:={t ∈ [ta, tb] | A(0)(t) = 0}

=

{
∅ if A(0)(t) 6=0 for all t∈ [ta, tb],

{ν1, ν2, . . . , ντ} otherwise,

whereν0(:=)ta < ν1 < · · · < ντ < tb, and

X (νi):=





+1 if

{
A(0)(t)A(1)(t)>0 for t∈(νi−ε, νi)and

A(0)(t)A(1)(t)<0 for t∈(νi, νi+ε),

−1 if

{
A(0)(t)A(1)(t)<0 for t∈(νi−ε, νi)and

A(0)(t)A(1)(t)>0 for t∈(νi, νi+ε),

0 otherwise,

for νi (i = 1, 2, . . . , τ) and for sufficiently smallε > 0. Then we

have the following relations.

(a)For anyt∗ ∈ (ta, tb],

θA(t∗) = θA(ta) +

∫ t∗

ta

(
arctan

{
A(1)(t)

A(0)(t)

})′

dt (3)

= θA(ta) − arctan{QA(ta)}

+ lim
t→t∗−0

arctan{QA(t)} + Λ(t∗)π,

whereQA(t) :=
A(1)(t)

A(0)(t)
andΛ(t∗) :=

∑

νi∈(ta,t∗)

X (νi).

(b) Let{Ψk}
q
k=0be a sequence of functions obtained by applying the

algorithm (SGA) in Fig. 1 toA(0)(t) andA(1)(t) with

Ψk(t) :=
Ψ̂k(t)

(t − ta)ek
,

whereek denotes the order oft = ta as a zero of polynomial̂Ψk(t).

Define for eacht ∈ [ta, tb] the number of variations in the sign of

{Ψk(t)}q
k=0 by

V {Ψ(t)} :=V {Ψ0(t), Ψ1(t), . . . , Ψq(t)}

:=
∣∣{i | 0≤ i<q andΨi(t)Ψi+̺(i)(t)<0}

∣∣ ,

begin
Let Ψ0(t) := A(0)(t) and Ψ̂1(t) := A(1)(t),

where A(0)(t) and A(1)(t) satisfy conditions.
if deg(Ψ1) = 0,
then p := 1

else
begin
k := 1;

Repeat
Ψ̂k+1(t) := −Ψk−1(t) + Hk(t)Ψk(t)

(whereHk(t) ∈ R[t] anddeg(Ψ̂k+1) < deg(Ψk))

k := k + 1

Until deg(Ψk) = 0 (k ≥ 2)

p := k

end

q :=

{
p if Ψp(t) 6≡ 0

p − 1 if Ψp(t) ≡ 0

end

Fig. 1 Sturm generating algorithm (SGA)

where̺(i) := min{k ∈ N
∗ | Ψi+k(r) 6= 0}. Then, for every

t∗ ∈ (ta, tb], we have

θA(t∗)=θA(ta) − arctan{QA(ta)}

+





arctan{QA(t∗)} + [V {Ψ(t∗)}−V {Ψ(ta)}]π

if A(0)(t
∗) 6= 0,

π/2 + [V {Ψ(t∗)}−V {Ψ(ta)}]π

if A(0)(t
∗) = 0.

(4)

2. 2 Spline smoothing

Suppose that
(
ξk, (y(0)(ξk), y(1)(ξk))

)

=
(
ξk, (F(0)(ξk) + ε(0)(ξk), F(1)(ξk) + ε(1)(ξk))

)
∈ R × R

2

(k = 1, 2, . . . , n) are given as a sequence of2-D noisy real vectors,

whereF(i) : [t0, t1] → R (i = 0, 1) are unknown twice continu-

ously differentiable functions andε(i) : [t0, t1] → R (i = 0, 1) are

additive noise at(t0 =)ξ1 < ξ2 < · · · < ξn(= t1). If we hope

to estimateθF (t∗) in (2), it is natural to estimate(F(0), F(1)) first

by twice continuously differentiable functionsF ∗
(i) ∈ C2[t0, t1]

(i = 0, 1) which are respectively the unique optimal solutions of

Minimize
n∑

k=1

{
F̃(i)(ξk) − y(i)(ξk)

}2

+λ

∫ t1

t0

{
F̃ ′′

(i)(t)
}2

dt

s.t. F̃(i) ∈ C2[t0, t1], (5)

whereλ > 0 is called a smoothing parameter controlling the trade-

off between the fidelity to the data and the roughness of the solution.

It can be shown [18], [21] that the optimal solutionF ∗
(i) has the fol-

lowing properties:

(i) F ∗
(i) is a cubic polynomial, i.e., polynomial of degree3 or less,

in each interval(ξk, ξk+1) (k = 1, 2 . . . , n − 1).

(ii) at the design pointξk (k = 1, 2, . . . , n), F ∗
(i) and its first two

derivatives are continuous, but there may be discontinuity in the

third derivative.

(iii) in the range (−∞, ξ1) ∪ (ξn,∞) the second derivative is zero,

so thatF ∗
(i) is linear outside the range of the data.
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Any function which satisfies (i) and (ii) is called acubic splinewith

knotsξk (k = 1, 2, . . . , n). Any cubic spline function which sat-

isfies (iii) is called anatural cubic spline. These properties are not

imposed on the estimate, but arise automatically from the choice of

the roughness penalty
∫ t1

t0
{F̃ ′′

(i)(t)}
2dt. The optimal solutionF ∗

(i)

is called asmoothing spline. In particular, asλ → 0 (no smooth-

ing), the smoothing spline converges to the so-called interpolating

spline. Moreover, asλ → ∞ (infinite smoothing), the smoothing

spline converges to a linear least squares estimate.

If a finite smoothing parameterλ>0 is given, we can obtain the

coefficients of smoothing splineF ∗
(i) by solving a band-limited lin-

ear system of size(n−2)[18]. A stable and fast numerical algorithm

for solving this system is available [25].

Furthermore, for robustness against impulsive noise, we can ex-

tend (4) to

Minimize
n∑

k=1

ρ
(
F̃(i)(ξk) − y(i)(ξk)

)
+λ

∫ t1

t0

{
F̃ ′′

(i)(t)
}2

dt

s.t. F̃(i) ∈ C2[t0, t1], (6)

by introducing a certain convex functionρ : R → R which is less

rapidly increasing thant2 [26], [27]. It is known that the unique op-

timal solution of (5) as well satisfies the above properties (i), (ii)

and (iii).

Several methods for choosing the smoothing parameterλ in (4)

have also been proposed, e.g., cross-validation method [20], [28].

If we useλ = 0, all cubic splines interpolating
(
ξk, y(i)(ξk)

)

(k = 1, 2, . . . , n) are the solution of (4) (or (5)) and not determined

uniquely. A cubic interpolating splineS(t) is uniquely determined

if we impose additionally one of the boundary conditions below.

(a)

{
S′(ξ1) = F ′

(i)(ξ1)

S′(ξn) = F ′
(i)(ξn)

Hermite,

(b)

{
S′′(ξ1) = 0

S′′(ξn) = 0
Natural,

(c)

{
S′′′(ξ2−) = S′′′(ξ2+)

S′′′(ξn−1−) = S′′′(ξn−1+)
Not-a-knot,

(d)

{
S′(ξ1) = S′(ξn)

S′′(ξ1) = S′′(ξn)
Periodic.

[Example 1] (Interpolating cubic spline under certain boundary

conditions [22])A cubic splineS(t), which satisfiesS(ξk) = yk

(k = 1, 2, . . . , n) and one of the above boundary conditions

(a),(b),(c) and (d), is determined in each interval[ξk, ξk+1] (k =

1, 2, . . . , n − 1) as a polynomial

S(t) = Mk

{
(ξk+1 − t)3

6hk
−

ξk+1 − t

6
hk

}

+Mk+1

{
(t−ξk)3

6hk
−

t−ξk

6
hk

}
+

ξk+1−k

hk
yk+

t−ξk

hk
yk+1, (7)

with hk := ξk+1−ξk (k = 1, 2, . . . , n−1) and the unique solution

(Mk)n
k=1 of a system of linear equations defined by the boundary

condition and

µkMk−1 +2Mk +λkMk+1 = dk (k = 2, 3, . . . , n− 1), (8)

where µk :=
hk−1

hk−1+hk
, λk := hk

hk−1+hk
and dk :=

6
{(yk+1−yk)/hk}−{(yk−yk−1)/hk−1}

hk−1+hk
.

In the next section, we present an extension of the algebraic phase

unwrapping and propose to use spline smoothing as its preprocess-

ing.

3. Algebraic phase unwrapping for a pair of
smoothing splines

3. 1 Extension of the algebraic phase unwrapping to a pair

of piecewise polynomials

Suppose that(S(0), S(1)) is a pair of piecewise real polynomi-

als with knotsξk (k = 1, 2, . . . , n) s.t. S(i)(t) = A
〈l〉

(i)(t) ∈ R[t]

(i = 0, 1) in each interval[ξl, ξl+1] (l = 1, 2, . . . , n − 1). Define

{Ψ〈l〉
k }

q〈l〉

k=0 be a sequence of functions obtained by applying the al-

gorithm (SGA) in Fig. 1 toA〈l〉

(0)(t) andA
〈l〉

(1)(t) with

Ψ
〈l〉
k (t) :=

Ψ̂
〈l〉
k (t)

(t − ξl)
e〈l〉,k

,

where e〈l〉,k denotes the order oft = ξl as a zero of polyno-

mial Ψ̂
〈l〉
k (t). Then, if A〈l〉(t) := A

〈l〉

(0)(t) + jA
〈l〉

(1)(t) satisfies

A〈l〉(t) 6= 0 (t ∈ [ξl, ξl+1]) and A
〈l〉

(0)(ξl), A
〈l〉

(0)(ξl+1) 6= 0, by

replacingta, tb in Proposition 1 withξl, ξl+1 we have

∫ ξl+1

ξl

(
arctan

{
A

〈l〉

(1)(t)

A
〈l〉

(0)(t)

})′

dt

= arctan{Q〈l〉
A (ξl+1)} − arctan{Q〈l〉

A (ξl)}

+[V {Ψ〈l〉(ξl+1)}−V {Ψ〈l〉(ξl)}]π, (9)

whereQ〈l〉
A (t) :=

A
〈l〉

(1)
(t)

A
〈l〉

(0)
(t)

. From (8) andarctan{Q〈l〉
A (ξl+1)} =

arctan{Q〈l+1〉
A (ξl+1)}, the next proposition is derived.

[Proposition 2] (Algebraic phase unwrapping for a pair of piece-

wise real polynomials)Let piecewise polynomialsS(i) : [ξ1, ξn] →

R (i = 0, 1) satisfyS(i)(t) = A
〈l〉

(i)(t) ∈ R[t] in each interval

[ξl, ξl+1] (l = 1, 2, . . . , n − 1), S(0)(t) + jS(1)(t) 6= 0 (t ∈

[ξ1, ξn]) andS(0)(ξl) 6= 0 (l = 1, 2, . . . , n) s.t.ξ1 < ξ2 < · · ·< ξn.

For anyt∗ ∈ (ξk, ξk+1] (k = 1, 2, . . . , n − 1) we have

θS(t∗)= θS(ξ1) +

∫ t∗

ξ1

(
arctan

{
S(1)(t)

S(0)(t)

})′

dt (10)

= θS(ξ1) +

k−1∑

l=1

∫ ξl+1

ξl

(
arctan

{
A

〈l〉

(1)(t)

A
〈l〉

(0)(t)

})′

dt

+

∫ t∗

ξk

(
arctan

{
A

〈k〉

(1) (t)

A
〈k〉

(0) (t)

})′

dt (11)

= θS(ξ1) − arctan{Q〈1〉
A (ξ1)}

+

k−1∑

l=1

[V {Ψ〈l〉(ξl+1)}−V {Ψ〈l〉(ξl)}]π

+





arctan{Q〈k〉
A (t∗)} + [V {Ψ〈k〉(t∗)}−V {Ψ〈k〉(ξk)}]π

if A
〈k〉

(0)
(t∗) 6= 0,

π/2 + [V {Ψ〈k〉(t∗)}−V {Ψ〈k〉(ξk)}]π

if A
〈k〉

(0) (t
∗) = 0,

(12)
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= θS(ξk) − arctan{Q〈k〉
A (ξk)}

+





arctan{Q〈k〉
A (t∗)} + [V {Ψ〈k〉(t∗)}−V {Ψ〈k〉(ξk)}]π

if A
〈k〉

(0) (t
∗) 6= 0,

π/2 + [V {Ψ〈k〉(t∗)}−V {Ψ〈k〉(ξk)}]π

if A
〈k〉

(0) (t
∗) = 0.

(13)

3. 2 Spline smoothing as preprocessing of algebraic phase

unwrapping

Let S(i) (i = 0, 1) be the optimal solutions of problem (4) or (5).

Although the unwrapped phase is a highly non-linear functional of

(F(0), F(1)), we propose to useθS(t∗) as an estimate ofθF (t∗) in

a way similar to an estimation technique [25] whereS′
(i) is used as

the estimate ofF ′
(i). To summarize the proposed phase unwrapping

technique, first we compute two natural cubic splinesS(0) andS(1)

as the optimal solutions to the problem (4) or (5).S(0) andS(1)

approximate respectivelyF(0) andF(1). Second, by applying the

extended algebraic phase unwrapping in Proposition 2 to the pair of

smoothing splines, we obtainθS(t∗) which would be a good esti-

mate ofθF (t∗).

4. Numerical Examples

4. 1 Phase unwrapping for noise-free data

In this section, we examine the performance of the proposed

phase unwrapping technique for a pair of two univariate real func-

tions f(0), f(1) andΥ(t) = t which satisfy the condition (1). In

this case, we haveF(0)(t) := f(0)(Υ(t)) = f(0)(t) andF(1)(t) :=

f(1)(Υ(t)) = f(1)(t). We compare the proposed technique and a

standard phase unwrapping algorithm [29] which computes an esti-

mate ofθF (ξk) as

θ̃F (ξk) := θF (ξ1)+

k−1∑

l=0

W(W(θF (ξl+1))−W(θF (ξl))), (14)

whereW(x) := x + 2πk(x) s.t. k(x) is a integer chosen to sat-

isfy −π < W(x) ≤ π (i.e., W(ξl) satisfiesW(ξl) ∈ (−π, π]

and F(0)(ξl) + jF(1)(ξl) = |F(0)(ξl) + jF(1)(ξl)|e
jW(θF (ξl))).

W(θF (ξl)) is called the wrapped phase of(f(0), f(1)) at t = ξl.

The standard phase unwrapping is designed based on a strong as-

sumption:
−π < θF (ξl+1) − θF (ξl) ≤ π (l = 1, 2, . . . , n − 1).

[Example 2] Suppose thatθF (t), f(0) andf(1) are defined respec-

tively as

θF (t) := −
5

5 + (t − 5)2
+

1

200
t3−

1

20
t2 +

1

10
t +

1

6
+ sin

(
π

2
t
)

,

F(0)(t) = f(0)(t) := cos(θF (t)) and F(1)(t) = f(1)(t) :=

sin(θF (t)). A data sequence of2-D real vectors are generated at

ξk = (k − 1)h as
(
ξk, (F(0)(ξk), F(1)(ξk))

)
(k = 1, 2, . . . , n).

The spline functionsS(0) and S(1) are defined as the optimal so-

lutions of problem(4) for λ → 0, i.e., S(0) and S(1) are inter-

polating natural cubic splines. Fig. 2 and Fig. 3 demonstrate the

performance of the phase unwrapping algorithms where the small

circles indicate points sampled at intervals ofh = 0.4 in Fig. 2 and

h = 0.55 in Fig. 3.

In Fig. 2(a) and Fig. 3(a), the dashed line depictsF(0)(t) =

cos(θF (t)) and the solid line depicts the spline functionS(0)(t).

In Fig. 2(b) and Fig. 3(b), the dashed line depictsF(1)(t) =

sin(θF (t)) and the solid line depicts the spline functionS(1)(t).

In Fig. 2(c) and Fig. 3(c), the dashed line depictsθF (t), the short

dashed line depicts the estimatẽθF (t) obtained by the standard

phase unwrapping(13)and the solid line depicts the estimateθS(t)

achieved by the proposed phase unwrapping.

From Fig. 2, we observe that the standard algorithm and the pro-

posed phase unwrapping technique estimate exactlyθF (t) at all

sampling points if sampling intervalh is small enough.

From Fig. 3, we observe that the proposed phase unwrapping

technique estimatesθF (t) exactly at all sampling points even if the

sampling intervalh is not small enough for the standard algorithm.

4. 2 Phase unwrapping for noisy data

[Example 3] Suppose thatθF (t), f(0) andf(1) are defined as Ex-

ample 2. A data sequence of2-D noisy real vectors are generated

at ξk = (k − 1)h (h = 0.5) as
(
ξk, (y(0)(ξk), y(1)(ξk))

)

=
(
ξk, (F(0)(ξk) + ε(0)(ξk), F(1)(ξk) + ε(1)(ξk))

)
,

whereε(i) (i = 0, 1) is gaussian noiseN (0, 1/25).

From Fig. 4, we observe that the proposed phase unwrapping

technique estimatesθF (t) exactly at all sampling points even if the

noise is not small enough for the standard algorithm.

5. Conclusion

The proposed phase unwrapping technique is designed as a natu-

ral combination of the extended algebraic phase unwrapping and the

spline smoothing for a given sequence of2-D real vectors. Numer-

ical examples demonstrate the effectiveness of the proposed tech-

nique.
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